
I. Introduction

Through rapid advances in very large scale integrat-
ed (VLSI) circuit technology, powerful computing de-
vices, such as desktop, notebook, and palmtop computers,
have become widely accepted and used in daily life.
Furthermore, wireless communication greatly enhances
the utility of carrying these devices and allows mobile net-
worked communication.  The natural call for mobile com-
puting has led to a new computing paradigm in which
mobile users communicate with other people, access in-
formation, and expedite timely and urgent notifications
throughout the world.

Internetworking with wired and wireless links in a
heterogeneous environment offers a way to support mo-
bile computing.  Wireless local area networks (WLANs)
are integrated into such an environment so that users are
free to move from one place to another while still main-
taining their connections to the networks.  The characteris-
tics of WLANs are notably different from those of wired
networks.  Higher error-bit rates and temporal disconnec-
tion are encountered with the wireless links.  On the other
hand, congestion often occurs in a wired network.  These
differences significantly impact communication protocols.

In the transport layer of the network protocol stack,
reliable and efficient protocols are needed to handle con-
nection establishment and data transport in wired/wireless

internetworking.  The Transmission Control Protocol (TCP)
(Comer and Stevens, 1994) has been tuned to handle con-
gestion in wired networks.  When the sender of a connec-
tion sends out a packet, TCP sets a timer for receiving an
acknowledgement of the packet.  If the timer expires, TCP
assumes that the loss of the packet is due to congestion in
the networks.  Therefore, it reduces the size of the sliding
window and retransmits the lost packet.  However, in
wired/wireless network environments, the loss of a packet
could be due to an unreliable wireless link.  Misinterpret-
ing the reason for the packet loss and employing a slow
start mechanism, such as by reducing the transmission
window at the sender side of a TCP connection or using
exponential back-off, will cause performance degradation.

Several approaches (Amir et al., 1995; Bakre and
Badrinath, 1994, 1997; Balakrishnan et al., 1995a, 1995b,
1997) have been proposed to tackle the above problem.
Among them, two main categories can be identified
(Caceres and Iftode, 1994), namely, end-to-end approach-
es and split-connection approaches.  These two types of
approaches exploit the existence of base stations (or
mobile support stations) to distinguish a loss due to con-
gestion from a loss due to wireless links.  In this paper, we
take a step further and investigate the delay spread and
multi-path effect on wireless links and include the mobile
host into the protocol structure.  We propose a protocol
called the wireless transport control protocol (WTCP).
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According to WTCP, there is no modification at the sender
side of TCP if the sender is a fixed host.  If the receiver of
a connection is a mobile host, WTCP uses the “selective
repeat” scheme, in which the mobile host replies “Non-
Acknowledgement (NACK)” to inform the base station of
the lost of packets.  By means of NACK, the base station
is able to perform local on-demand retransmission if the
packets are cached.  Note that no time-out mechanism is
required at the base station.  In addition, in the case of
several successful receptions, the mobile host reports the
status back to the base station such that the cache buffer
can be freed.

The rest of the paper is organized as follows.  In
Section II, we survey the related work on improving TCP
performance over wireless links.  In Section III, we de-
scribe our approach to lossy and burst-error prone wireless
links.  In Section IV, we present the analytical model used
to compare our approach with others.  In Section V, we
present the simulation results obtained using our approach
and others.  Conclusions are drawn in Section VI.

II. Background and Related Work

1. TCP

TCP is a connection-oriented protocol.  A connec-
tion must be established before any data is transferred.
The receiver side passively waits for a connection from
the sender side.  When a sender wants to establish a con-
nection with a receiver, it will send out a synchronization
(SYN) segment, indicating the connection request.  The
destination replies with a SYN segment, once the former
SYN segment arrives.  Then the sender acknowledges the
second SYN segment by means of an acknowledgement
(ACK) segment.  Afterwards, the connection is estab-
lished.  This method is called three-way handshaking
(Tanenbaum, 1995), as illustrated in Fig. 1.

Since the buffer size at the receiver side is limited, if
the sender sends too many packets at a time, overflow
occurs.  Consequently, some packets are dropped, and the
sender needs to re-transmit those packets.  It is easy to see
that this situation will waste network bandwidth.  To
reduce this chance of overflow, the receiver advertises a
window size by means of which the sender can check if
the receiver has a large enough buffer (Comer, 1994).

In the course of transporting data, the sender will
send as many packets as possible, up to the sliding win-
dow size advertised by the receiver.  However, if the inter-
mediate routers have a stringent buffer limitation, then
packets may still be dropped in the middle of transmis-
sion.  Therefore, TCP employs a slow start mechanism to
deal with this problem.  In the mechanism, another win-
dow, called a congestion window, is used.  The congestion
window is initialized to one segment.  Each time the

sender receives an acknowledgment, it adds one segment
to the congestion window.  The minimum value of the
congestion window and that of the sliding window deter-
mines how many packets the sender is allowed to send at
any time.

When the sender sends a packet, it sets a timer for
receiving an acknowledgement from the receiver.  If no
corresponding acknowledgment arrives before the timer
expires, the sender will retransmit a pending packet.  The
timeout at the sender side signals a possible congestion
situation in the network.  Therefore, the sender reduces the
congestion window and resets the retransmission timer in
an exponential form.  The slow start mechanism used by
TCP alleviates congestion in the network.

2. SNOOP

The main features of SNOOP are its ability to cache
packets at the base-station side and to perform the local
retransmission (from the base station to the mobile host) if
necessary.  Consider a scenario in which a fixed host is
sending packets to a mobile host and the packets are pass-
ing through a base station.  At the base-station side,
SNOOP keeps track of the last sequence number seen on
the connection.  When a new in-sequence packet arrives,
SNOOP caches the packet for further use.  On the other
hand, if a new out-of-sequence packet arrives, it signals a
possible congestion situation in the wired part of the con-
nection.  Note that it is not necessary for SNOOP to
respond to the congestion situation.  Congestion in the
wired network will eventually be detected by the sender
due to the time-out at the sender side of the TCP connec-
tion.  Whenever the base station receives a packet,
SNOOP forwards the packet to the mobile receiver on the
wireless side.

Local retransmission is performed when SNOOP
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sees a duplicate ACK in a sequence number.  A duplicate
“ACK p” indicates that the packet p is wanted by the
mobile host, and that packets with higher sequence num-
bers (than p) may have arrived at the mobile host.
Therefore, the base station sends packet p, which has been
cached previously, to the mobile host with higher priority.

The advantages of SNOOP are its ability to preserve
the protocol semantics and the fact that it is compatible
with existing applications using TCP.  However, SNOOP
still suffers from burst losses in wireless links.

3. Other Approaches

The split-connection approach has been developed
to handle data transmission in wired/wireless internet-
working environments.  Bakre and Badrinath (1994) pro-
posed Indirect TCP (short for ITCP) for mobile hosts.
ITCP aims to distinguish packet loss over a wireless link
from that over a wired link.  According to ITCP, each TCP
connection is divided into two separate connections: one
is between the sender and the base station, and the other
one is between the base station and the mobile receiver.
Consequently, every packet has to undergo TCP protocol
processing twice at the base station.  Another disadvan-
tage of ITCP is that the end-to-end semantics are violated,
such that the sender is informed of successful transmission
(by acknowledgements) before the packets really reach the
receiver.  Consequently, the sender might close the con-
nection or begin to work on sequent jobs while the packets
are still in transit over the wireless link.

Other approaches, such as Explicit Feedback and
Fast Retransmission (Caceres and Iftode, 1994), have also
been proposed in the literature.  Interested readers are rec-
ommended to obtain further details.

III. The Proposed WTCP

1. Overview of Our Approach

In a wired/wireless internetworking environment, a
TCP connection consists of one wired part and one wire-
less part, as shown in Fig. 2.  In our approach, the sender
of a connection transmits data without making any modifi-
cations to the original TCP protocol structure.  A module
is added to the base station to process incoming packets
from senders via wired link.  The base-station module also
responds to communication of the acknowledgement sta-
tus received from the receiver in the wireless network.  In
addition, at the mobile receiver side, an acknowledgement
mechanism is adopted to handle status reporting back to
the base station.  Note that there is no time-out mechanism
at the base station side.  The base station caches a packet
and performs local retransmission only when the receiver
asks it to do so.  We call this on-demand retransmission.

The receiver asks the base station to perform on-demand
retransmission when the wireless link resumes normal
communication after a temporary disconnection or a time
out occurs at the receiver side.  On-demand retransmission
is able to reduce the accumulation of traffic during a tem-
porary disconnection in the wireless network.  Consider
the case in which the base station times out several times
(if the base station is equipped with a time-out mecha-
nism) while the wireless link is experiencing error trans-
mission.  In such a case, the time and resources used to
perform transmission are spent in vain.  Therefore, in our
approach, the time-out mechanism is moved to the receiv-
er side, where the receiver makes use of the delay spread
and multi-path effect to correctly estimate the time-out
interval.

The proposed mechanism is suitable for error-prone
and low-bandwidth wireless environments.  It reduces the
amount of up-link traffic by summarizing the receiving
information of several consecutive packets into one ACK.
In addition, when the wireless environment is experienc-
ing temporary disconnection, the receiver is able to re-
quest retransmission of lost packets after it receives a suc-
cessful packet.

2. Base-station Module

One module is added to the base station.  The base-
station module maintains a “last_ACK” counter to pre-
serve the TCP semantics.  The last_ACK counter indicates
the sequence number of a packet that the receiver expects
to receive.  Each time a new packet arrives, the module
checks whether the sequence number of the packet equals
last_ACK.  If it does, then the value of last_ACK is incre-
mented by one.  Otherwise, the value of last_ACK is left
unchanged.  Possible events that are handled by the mod-
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ule are described in Subsections III.2.A and III.2.B.

A. Arrival of a Packet from the Sender

(1) Arrival of a new in-sequence packet – When a new
in-sequence packet arrives at the base station, the
module forwards the packet to the receiver.  In
addition, it checks if there is any available buffer in
the system for caching incoming packet.  If there
is, then the module puts the packet in the cache and
sends an acknowledgement (indicated by last_
ACK) back to the sender immediately.  This fast
acknowledgement signals a congestion-free status
in the wired-line part of the connection and can
increase the sending rate at the sender side.  The
packet is cached for possible retransmission in the
future if the packet is lost over the wireless link.
On the other hand, if the cache space for this con-
nection is used up, the module simply forwards the
packet without sending an acknowledgement.

(2) Arrival of a new out-of-sequence packet – A new
out-of-sequence packet signals a possible conges-
tion situation in the wired part of the network.
Packet(s) with sequence number(s) less than (or
greater than) that of the current packet might be
lost.  In such circumstances, the module caches the
new packet for possible local retransmission if stor-
age space is available.  The module also performs
fast acknowledgement, if the packet is cached, by
sending an acknowledgement, indicated by the
last_ACK counter.  In addition, it forwards the cur-
rent packet to the receiver.

(3) Arrival of an old packet – There are two possible
cases in which the base station receives an old
packet.  One case is where the sequence number of
the packet is less than last_ACK and the acknow-
ledgement of the packet is lost on its way back to
the sender.  The other case is where the sequence
number of the packet is greater than last_ACK and
the packet is in cache.  In the former case, the mod-

ule simply drops the packet since forwarding of the
packet has been taken care of.  In the latter case,
the module needs to forward the packet to the
receiver again.  By distinguishing the former case
from the latter case, our approach is able to reduce
retransmission traffic in the wireless part.

B. Arrival of a Status Report from the Receiver

The status report received from the receiver takes
the form of “NACK p to q and/or FREE r,” which indi-
cates that the packets from p to q have been lost, and that
the packets up to r have been successfully received at the
destination.  When packets with sequence numbers greater
than q reach the receiver side, the wireless link resumes
the connection following temporary disconnection, and
the packets from p to q were lost before.  An illustrative
example is shown in Fig. 3.  We consider the example as
the basic scenario in a wireless network because a wireless
link is error-prone and may be temporarily disconnected.
In addition, the “Free r” message tells the base station to
remove the packets up to r from the cache since the pack-
ets have been successfully received.  If removal of the
packets is not acknowledged, the base station sends an
acknowledgement back to the sender.

For each packet n in the range NACK p to q, the
base-station module processes the packet based on the fol-
lowing rules:

(1) Packet n was cached previously – In the case of a
cached packet, the module simply retransmits it
again.

(2) Packet n was not cached – The module discards the
message.  Eventually, the timer at the sender side
will expire.  Packet n will be re-transmitted by the
sender.  When the packet arrives at the base station
again, the module will handle it according to case 3
described in Subsection III.2.A.

The handling of packets and status reports, as de-
scribed above, is summarized in Fig. 4.

3. Receiver Module

A module is added at the receiver side to trace the
sequence numbers of the packets received so far.  A
“R_ACK” counter is maintained, which is similar to
last_ACK used in TCP.  The R_ACK value indicates the
next sequence number of the packet that the mobile host
expects to receive via the wireless link.  In addition, one
variable, head_not_ACK, is used by the receiver module.
Each time the mobile host receives a packet, the module
sets a timer for receiving the next packet (indicated by the
new R_ACK).  Besides setting the timer, the module
checks whether it needs to send a status report back to the
base station.  Recall that our approach reduces the uplink
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traffic by summing the information about receiving sever-
al consecutive packets (controlled by the system-parame-
ter K) into one ACK message.  The ACK message takes
the form of “FREE r.” Therefore, head_not_ACK points
to the first of several consecutively received and not-yet-
acknowledged packets.  If the difference between R_ACK
and head_not_ACK exceeds the value of K, it is time for
the receiver module to reply with a status report by send-
ing a “FREE R_ACK” message.  In Fig. 5, we summarize
the actions that may be taken by the receiver module.  As
shown in Fig. 5, on receiving a packet p:

(1) If p equals R_ACK and no packet greater than p
was received previously, then this is a normal situa-
tion.  In this case, the value of R_ACK is increased
by one.  Also, if this is the K-th reception since the
last FREE message, a “FREE head_not_ACK+K”
message is sent back to the base station.

(2) If p equals R_ACK and if some packet(s) greater
than p was/were received previously, then there
might be a gap between p and the higher packets.
Therefore, we need to check whether the concate-
nation of p and higher packets forms a contiguous
block.  If it does, then the value of R_ACK is
updated to a higher value (i.e. the tail of the con-
tiguous block), and the steps after the updating step
are similar to those described for Case 1.  If it does
not, then it is still necessary to check if the packet p
is the K-th reception.

(3) If p is different from R_ACK and is the highest
number received so far, then this indicates possible
recovery from temporary disconnection as in the
case of receiving packet 6 shown in Fig. 4.
Therefore, it is essential to report the status back to
the base station, as indicated by the message
“NACK x to y and/or FREE R_ACK-1.”

A. Time-Out Mechanism at the Receiver Module

In our approach, the base-station module caches the
packets received from the sender and performs on-demand
retransmission.  On-demand retransmission occurs when a
NACK message is received.  There are two cases in which
the receiver will send a NACK message.  One case, as
described in Case 3 of Section III.1, is when the receiver
module detects a recovery from temporary disconnection.
The other case is when the timer expires on the receiver
side.  Each time a packet arrives at the receiver side, a
timer is set for receiving the next packet in sequence.  The
time-out mechanism is essential for making data transmis-
sion continuous.

Consider the following extreme situation in which
the base station receives x packets before the wired link is
disconnected.  No more packets will get through the wired
link for a long time due to the disconnection.  The base
station forwards these packets to the receiver.  Let us
assume that these x packets get lost in the wireless link.
Consequently, the base station has no way to know
whether the packets reach the receiver or not, even after
the wireless link resumes connection.  To solve this prob-
lem, the time-out mechanism at the receiver side is
required to trigger the receiver to send a NACK message.
The NACK message, once it arrives at the base station,
will activate on-demand retransmission and make the data
transmission continuous even when the wired link is dis-
connected.

The setting for the timer value is based on past histo-
ry and the single-trip delay.  The average time interval for
receiving a packet can be derived from past history.
Furthermore, the single-trip delay can be estimated by
adding the push-down time at one side, the pull-up time at
the other side, and the propagation delay over the wireless
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link.  As shown in Fig. 6, the push-down (pull-up) time
indicates the processing time of a packet from the trans-
port layer (physical layer) to the physical layer (transport
layer).  The push-down and pull-time values can be ob-
tained by writing a program that sends packets to the
sender itself.

It is notable that the time-out mechanism in a wire-
less environment is dramatically different from that in a
wired environment.  This is because that there is no router
or gateway in between the base station and the mobile
receiver.  This implies that the propagation delay over a
wireless link is more predictable.  In our approach, we
adopt the multi-path effect and delay spread concept to
compute the propagation delay.  As shown in Fig. 7, the
signal from the radio tower follows multiple paths to reach
the mobile host.  Consequently, the received signal at the
mobile side spreads over a time interval, Td.  This value Td

is added to the propagation delay to get a more accurate
timer value.

Let αp be the average time interval for receiving a
packet up to packet p at the receiver side.  Let D be the

total propagation delay, which includes the push-down,
pull-up, and radio transmission delay.  Let βp+1 be the
timer value for receiring the packet p + 1.  We calculate
βp+1 according to the following equations:

α0 = α1 = initial round-trip time over the wired link;
(1)

αp = ((Σi = 1 to p – 1 αi) + time interval between

receiving packets p – 1 and p)/p; (2)

(3)

B. Setting of the System-Parameter K

Recall that the receiver module sends a FREE mes-
sage to the base station upon K successful receptions.  The
setting for the system parameter depends on the buffer
capacity of the base station.  Let f and τ be the total buffer
capacity and the uplink transmission delay.  Let tl be the
time when the receiver sent the last FREE message.  If a
total of e packets are received from time tl to the current
time t2, then the following inequality must hold:

(4)

Based on the above inequality, the value of K can be
adjusted properly.

4. End-to-End Semantics Preservation

Split-connection approaches are criticized for violat-
ing TCP semantics.  Each original TCP connection is di-
vided into two separate connections: one is between the
sender and the base station, and the other one is between
the base station and the mobile receiver.  It is possible for
the former connection to be released while the latter con-
nection is still active.  Consequently, the sender proceeds
to work on the job next to the transmission though the
receiver has not yet received all the packets.  The seman-
tics are then violated.

To preserve the TCP one-connection semantics, the
receiver of WTCP issues a FIN-confirm signal only after a
FIN-request signal is received and all packets have
reached the final destination.  In Fig. 8, the left part illus-
trates the original TCP signaling procedure for releasing a
connection.  As shown on the right side, when a base sta-
tion is added in between the sender and receiver, the base
station forwards the FIN-request to the receiver upon
receiving the FIN-request from the sender.  The base sta-
tion will not send back the FIN-confirm signal until it
receives such a signal from the receiver.  In this way, the
semantics can be preserved.

e

t t
f K

2 1−
× ≤ −τ .

β αp p dD T p+ = + + ∀ >1 0, .  
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IV. Analytic Results

We have developed an analytic model (Cheng and
Cheng, 1999) for analyzing the performance of the pro-
posed protocol as well as SNOOP and TCP.  Interested
readers are referred to Cheng and Cheng (1999) for details
of the analysis.  Here, we will summarize the analytical
results:

(5)

(6)

(7)

where

e1 is the number of cycles in the first phase in which
the window size is less than the average value;

e2 is the number of cycles in the second phase in
which the window size is equal to or greater than
the average value;

c is the number of packets sent in one epoch;

s is the size of a packet ;

E is the time period of an epoch;

f is the time period for re-transmitting a packet in the
wireless network;

Ewtcp,1 is the number of cycles in the first phase in
which the window size is less than the aver-
age value;

Twtcp,2 is the time period of the second phase in
which the window size is equal to or greater
than the average value;

Ptcp is the throughput of TCP;

Psnoop is the throughput of SNOOP;

Pwtcp is the throughput of WTCP.

Figure 9 shows the performance evaluation based on
the analytic model presented in this section.  The values of
E and f were set to be 20 and 20, respectively.  The sliding
window size was 64 Kbytes, and each packet was as-

sumed to be 1024 bytes.  It is seen that WTCP performed
better than the other two for various error rates.  The per-
formance of the three became similar when the error rate
was extremely high since the cycle time became smaller,
and the benefit of fast acknowledgement became less sig-
nificant.

V. Performance Evaluation

To evaluate the performance of the WTCP protocol,
we wrote programs to use to conduct simulations.  We
compared WTCP with TCP and SNOOP.  We used the
throughput as the performance measurement: the total
number of transmitted packets over the total elapsed time.
We developed two platforms: one for TCP, and the other
for SNOOP and WTCP, as shown in Figs. 10 and 11,
respectively.  In these two platforms, there are three main
entities: a sender, base station, and receiver.  In between
the sender and the base station, there is an environment,

P
c s

e e E f
snoop = ×

+ × +( )
,

1 2

P
c s

e E t f
wtcp

wtcp wtcp

= ×
× + +, ,

,
1 2

P
c s

e e E E
tcp = ×

+ × +( )
,

1 2
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which is controlled by the transmission delay (i.e., the
total delay from the sender to the base station) and an
error profile.  The error profile is characterized by the
error bit rate, which is also a simulation parameter.  The
error profile specifies how many and which successful
packets and fault packets there are.  The wireless environ-
ment has a similar structure, but that the error bit rate is
assumed to be higher that that in a wired environment.

The major difference between these two platforms is
in the caching at the base station.  Since SNOOP and
WTCP both perform packet caching and local retransmis-
sion, a storage module is added as shown in Fig. 11.  In
addition, WTCP performs fast acknowledgement, pro-
duces a K-success status report, and conduct on-demand
retransmission, which are implemented in the base-station
and mobile-receiver modules.  The simulation programs
were written in Maisie, a parallel-programmable simula-
tion language.  The simulation was based on the following

parameters:
(1) Error bit rate on the wireless link: The rate varied

from 1 bit/64 Kbits to 1 bit/16 Mbits.  The value of
1/r indicates that, on average, there is one bit error
out of r bits.  Note that the transmission of a packet
is considered to fail if it contains at least one error
bit.  The typical values used in the simulations
were 1/64 K, 1/128 K, 1/256 K, ..., 1/8 M, and 1/16
M.  Furthermore, we set the error bit rate for the
wired link at 1/16 M, which is more reliable than
that of a wireless link in most cases.

(2) Packet size: 1024 bytes.
(3) Total amount of transport data: The value used in

the simulations was 5 M bytes, namely 5,000 pack-
ets.

(4) Size of sliding window: 64 Kbytes
(5) Propagation delay in the wired network: It random-

ly varied from 6 to 9 simulation time units.
(6) Propagation delay in the wireless network: It was

fixed to 5 time units.
(7) Round trip time (RTT) value at the sender TCP: It

was initialized to 20.
(8) Number of iterations for each case: One simulation

case was defined as a simulation in which the error
bit rate of the wireless link is set to a value (from
1/64 K to l/16 M).  For each simulation case, 50
runs were simulated.

The simulation results are summarized in Fig. 12.
Note that we only show the averaged number of received
packets versus time for the cases in which the error bit rate
was 1/64 K, 1/512 K, and 1/4 M in Fig. 12(a), (b), and (c),
respectively.  In Fig. 11(d), we summarize the throughput
versus the error bit rate of the wireless link for all cases.
The throughput is defined as the average number of pack-
ets received per time unit.

From Fig. 12, we conclude that:
(1) WTCP performed better than TCP and SNOOP in

all the simulated cases.  The main reason is that
WTCP uses fast acknowledgement, which hides
the wireless environment from the sender.  Conse-
quently, the sender is not affected by error trans-
mission in the wireless link.

(2) As the reliability of the wireless link increased, the
throughput of the three protocols increased.

(3) In the cases with high error bit rates, the through-
put difference between WTCP and the other two
protocols was higher compared to it was in the
cases with low error bit rates.  This implies that the
WTCP protocol is suitable for wireless/wired inter-
networking.

VI. Conclusions

We have proposed a wireless transport control proto-
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col (WTCP) that is suitable for internetworking of wired
and wireless networks.  The features of WTCP include
fast acknowledgement, on-demand retransmission, a K-
success status report and a time-out mechanism in the
receiver module.  WTCP is capable of dealing with a vul-
nerable wireless environment and TCP flow control mech-
anism at the sender side.  From the simulation results, we
find that WTCP performs better than SNOOP and TCP.
Our future research direction will be to develop a math-
ematical model for analyzing the performance of WTCP.
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